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Remote-ability
Software capability that allows instrumentation and services to be accessed and controlled through a 
remote network interface via pre-defined standalone applications and/or API(s)/commands in a holistic and 
OS agnostic way using a client / server architecture.

Server

Client
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NI Software Remote-ability Goals

Remotely Interact with 
NI Hardware and Services
Take high-quality, low-latency 
measurements remotely

Eliminate Redundant Driver Installs
Require driver installation only on the 
server

Leverage Existing Workflows 
Wide range of supported OSs and 
programming languages

FEATURES
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Low latency, highly 
scalable

Language and OS 
Agnostic

Reliable and 
secure

Open-source

Powered by gRPC
NI Remote-Ability

gRPC is an open-source 
remote procedure call 
(RPC) framework that can 
run anywhere
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gRPC – Design Choices
- Transport: HTTP/2

- Easily traverse common internet infrastructure
- Firewalls, load balancing, encryption, authentication, compression, etc
- Fast, multiplexing, supports bidirectional streaming
- 1 TCP connection can handle many multiplexed messages

- Wire Format: Protocol Buffers (binary)
- Default, but can be replaced (JSON, FlatBuffers, …)

- API Definition: Protocol Buffers IDL
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gRPC – Key Features

- Simple service definition
- Enables code generation of API for easy use

- Support any Language
- Official support for 11 different languages
- “Unofficial” support for many more languages
- Code generate APIs for your language

- Cross platform (Windows, Mac, Linux, LinuxRT, …)

- Authentication: SSL/TLS – client/mutual – pluggable auth
- Credentials per channel and/or per call

- Unary call and bidirectional streaming support

- Cancellation/Deadlines/Retries
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Authentication / Authorization

Au th e n t ica t ion  ca n  be  e n a b le d  wh e n  n e e de d  for s pe cific 
s e rvice s

En a b lin g  a u th e n t ica t ion  ca n  a ffe ct  ove ra ll pe rform a n ce

Clie n t  con n e ct  a n d  pe r-m e th od  a u th e n t ica t ion  s u pport

Ut ilize  HHTP h e a de rs  for a u th oriza t ion  toke n s

Ope n S S L ba s e d
TLS  - s e rve r ce rt ifica te
Mu t u a l TLS  ( Ze r o  Tr u s t )  - Clie n t  va lida t ion  with  clie n t  
a n d  s e rve r ce rt ifica te
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Software Industry Wide Use of gRPC
AS AM OS I

h t tp s : / / www.a s a m .n e t / s t a nda rds / de ta il/ os i

Te n s orFlow

Apa ch e  Arrow Fligh t

Ze roMQ – Protobu f s u pport
h t tp s : / / ze rom q.org /

Ka fka  (Protobu f s u pport )

.NET Core

Goog le

Ne t flix
h t tps : / / www.cn cf. io / ca s e - s tu dy/ n e t flix/

Spot ify
h t tp s : / / www.you tu b e .com / wa tch ?v= q m lh 9 Co5 4 lA

Squ a re
h t tp s : / / www.you tu b e .com / wa tch ?v= - 2 s WDr3 Z0 Wo

Cockroa ch DB
h t tp s : / / g ith u b .com / cockroa ch d b / cockroa ch

DropBox
Courier: Dropbox migration to gRPC – Dropbox

Da pr
Dapr's gRPC Interface | Dapr Docs

https://zeromq.org/
https://www.cncf.io/case-study/netflix/
https://www.youtube.com/watch?v=qmlh9Co54lA
https://www.youtube.com/watch?v=-2sWDr3Z0Wo
https://github.com/cockroachdb/cockroach
https://dropbox.tech/infrastructure/courier-dropbox-migration-to-grpc
https://docs.dapr.io/developing-applications/integrations/grpc-integration/
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How gRPC Works

.proto 
File

Contains all the details about the 
commands / queries / messages 
(called methods and messages)

Author provides a .proto file for each of their services

Auto-creates a full 
client API ready for any 
programming language

gRPC 
Server

Client 
API
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gRPC – Diving In – The Service Definition

syntax = "proto3";
package greet;
option csharp_namespace = "GrpcGreeter";

service Greeter {
rpc SayHello (HelloRequest) returns (HelloReply);

}

message HelloRequest {
string name = 1;

}

message HelloReply {
string message = 1;

}

Must Specify proto3 syntax
Provides namescoping for 

everything in the file

RPC Service Definition
RPC Service Method

RPC Request Object

RPC Response Object
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gRPC Performance Benchmarks
• Typical Round-Trip performance

• 10 Gb: 124 µs
• 10 Gb Optimized: 77 µs
• Localhost: 24 µs

• For Comparison DAQmx Read Call is 16 µs

Streaming Throughput
• Loca lh os t :  >  4  GB/ s

• 1 Gb/ s  Eth e rn e t :  1 1 2  MB/ s
• 9 3 %  of th e ore t ica l m a x

• 1 0  Gb / s  Eth e rn e t :  1 .2  GB/ s
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Simple Requests
RPC m e th od  - 1  in t3 2  pa ra m e te r a n d  re tu rn s  in t3 2  re s u lt

1 Gb  e th e rn e t  th rou gh  s witch
In s e cu re  cre de n t ia ls
1  Clie n t  con n e ct ion

Lin u x loca lh os t  – 3 6 ,0 0 0  Re qu e s t s / s
Lin u x to  Lin u x – 4 ,4 0 0  Re qu e s t s / s
Win dows  loca lh os t  – 1 0 ,0 0 0  Re qu e s t s / s

1 0 Gb
Win dows  to  Lin u x – 7 ,0 0 0  Re qu e s t s / s
Lin u x to  Lin u x – 7 ,3 0 0  Re qu e s t s / s
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High Performance Use Cases (Experimental)
Continued research in supporting high performance use cases
ni/grpc-sideband: High bandwidth low latency data movement for gRPC based services. 
(github.com)

RDMA support for high throughput and low latency
Support for real-time max latencies of <30us
Full use of 40-100 Gb/s networking

Shared memory for localhost use cases

https://github.com/ni/grpc-sideband
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gRPC Ecosystem
Awesome-grpc
https://github.com/grpc-ecosystem/awesome-grpc

https://github.com/grpc-ecosystem/awesome-grpc
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Interactive gRCP
Leverage open-source tools to enable web-based interactive use of devices
Many open-source tools to choose from

Interactive - BloomRPC / gRPC UI
Automation - Jupyter Notebooks, LabVEW
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NI CONFIDENTIAL

Low Latency, Highly Scalable

Test systems tailored to your workflow. From anywhere, with any language, on any OS

OS, Language Agnostic

NI Remote-Ability

Server

Client

Benefits
Remotely control 
NI hardware and 

software

Minimize time to 
first 

measurement

Leverage 
existing 

workflows

Avoid driver 
installation on 

client
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Remote-ability Workflows

Workflow 1: Allow users to control test execution and pass data 
through LabVIEW between Tester and Client machine

Server

Instrumentation

Driver

Client PC

Customer 
Code

Client

Workflow 2: Allow users to make driver calls remotely

Server

Instrumentation Client PC

Customer 
Code

Client

Workflow 3: Allow users to remotely control App 
Software

Client PC

Customer 
Code

ClientServer

Instrumentation

Driver

Workflow 4: Allow users to remotely control 
instrumentation from App Software

Server

Instrumentation Client PC

Client

Workflow 5: Web-based instrument control

Server Client

Web 
Server Web 

Browser

DriverC++, 
Python

Veristand
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Two Current Workflows

ClientServer Server

Device Driver Support LabVIEW Server Support
Customer can now control supported NI 
instruments remotely using their preferred 
language and operating system

Enabling users to build custom remote-ability 
APIs on top of pre-existing LabVIEW 
applications

Workflow Name

Description

Why it mattersAllows instruments to fit into a wider variety 
of workflows, accessible from any OS and 
any language

This is a more efficient way to create a 
remote API and will enable users to call 
LabVIEW code from any application

Use Cases/ Examples
• Centralized control of instrumentation
• Group sharing of instrumentation

• Remote VI interface
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grpc-labview
gRPC Client and Server support for LabVIEW
https://github.com/ni/grpc-labview

https://github.com/ni/grpc-labview
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Demo

labview-grpc
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You Can Help
• labview-grpc is not yet 1.0

• Client and server are stable
• Still needs feature completion and code generation improvements

• You can help
• Provide feedback on the server templates
• Create examples and documentation
• Create automated tests
• File issues for any bugs you run into
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grpc-device
Open source API for NI devices
https://github.com/ni/grpc-device

Enables:
• Remote access to device I/O
• Device I/O in containers
• Device I/O in VMs

https://github.com/ni/grpc-device
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NI CONFIDENTIAL

NI Remote-Ability Support & Compatibility

Supported NI Drivers

NI Scope

NI Switch

NI DCPower

NI DMM

NI TClk

NI FGEN

NI Digital Pattern

NI DAQmx

NI XNET

RFMX

RFSA

RFSG

Supported OS

Windows

Linux Desktop

Linux RT

Supported Languages

Python

C#

C++

LabVIEW

Swift

Go

Java

Kotlin

Node

Objective-C

…

Supported OS

Windows
Linux RT

Linux Desktop
MacOS

iOS
Android

…

Server Client
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Demo

grpc-device
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gRPC - TestStand

API Example available as private 
Beta in early H2 2022 

Connect remotely to server 
hosted in a TestStand UI
Select from a list of sequence files
Select process model and control 
execution
Use trace messages to 
understand execution status

Event support, headless server, 
and more will follow

Early Access Coming SoonTS
API

Client

Remote ClientTestStand UI

TS
API

Server

TS 
Engine

Client 
Application

HTTP2 
(gRPC)
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Summary
grpc-device
• 16 drivers supported, more coming soon
• Robust and production ready

grpc-labview
• Ready for most use cases
• Full support coming soon

gRPC APIs coming to more NI products

Let us know what you think!
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Q&A / Discussion
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