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About This Manual

This manual contains introductory and installation information about LabVIEW Real-Time (RT) software and describes how to use the LabVIEW RT software.

Conventions

The following conventions appear in this manual:

» The » symbol leads you through nested menu items and dialog box options to a final action. The sequence File » Page Setup » Options directs you to pull down the File menu, select the Page Setup item, and select Options from the last dialog box.

💡 This icon denotes a tip, which alerts you to advisory information.

と思っていた This icon denotes a note, which alerts you to important information.

**bold** Bold text denotes items that you must select or click on in the software, such as menu items and dialog box options. Bold text also denotes parameter names.

*italic* Italic text denotes variables, emphasis, a cross reference, or an introduction to a key concept. This font also denotes text that is a placeholder for a word or value that you must supply.

```monospace```

Text in this font denotes text or characters that you should enter from the keyboard, sections of code, programming examples, and syntax examples. This font is also used for the proper names of disk drives, paths, directories, programs, subprograms, subroutines, device names, functions, operations, variables, filenames and extensions, and code excerpts.

```monospace italic```

Italic text in this font denotes text that is a placeholder for a word or value that you must supply.
Related Documentation

The following documents contain information that you might find helpful as you read this manual:

- your target-specific RT Series hardware user manual
- LabVIEW Real-Time Release Notes
- LabVIEW Real-Time Help, available by selecting Help » LabVIEW Real-Time Help
- Getting Started with LabVIEW
- LabVIEW User Manual
- LabVIEW Measurements Manual
- LabVIEW Help, available by selecting Help » Contents and Index
- LabVIEW Application Builder Release Notes
Introduction

Most LabVIEW applications run on general-purpose operating systems like Microsoft Windows. Some LabVIEW applications require deterministic real-time performance that non-real-time operating systems like Windows cannot guarantee. LabVIEW Real-Time (RT) addresses the need for deterministic real-time performance using LabVIEW.

LabVIEW RT combines the ease of use of LabVIEW with the power of real-time systems so you can create deterministic applications using graphical programming. Real-time applications run on RT Series hardware, either plug-in data acquisition devices or networked RT Series devices. Embedded LabVIEW RT applications do not have a user interface, so they must have a host PC to generate the user interface. You create embedded, real-time LabVIEW RT applications from a host development system. The LabVIEW RT Development System runs on Windows, just like LabVIEW. You can develop code in the LabVIEW RT Development System and download real-time code to run embedded applications on a hardware target.

General-purpose operating systems can crash or hang, which causes programs to quit running. Because embedded LabVIEW RT applications run on a separate hardware platform, they do not stop executing if the host PC operating system crashes. If a crash occurs on the host PC operating system, the user interface is lost, and any other communication between an embedded LabVIEW RT application and the host PC ceases. Embedded LabVIEW RT applications continue to run, even after the host PC operating system crashes.

You can reboot the host PC without disrupting embedded LabVIEW RT applications. After you reboot the host PC, you can reestablish communication between the host PC and the embedded LabVIEW RT application. You also can design your applications to retrieve any data that was collected on RT Series hardware while the host PC was not in communication with the embedded LabVIEW RT application.
Plug-In RT Series DAQ Devices

RT Series Data Acquisition (DAQ) devices combine data acquisition with the processing power of a computer. You can install the devices in a host PC or PXI system. The devices include a processor on which to embed LabVIEW RT applications. Part of the onboard memory (RAM) on the RT Series device is accessible to both the host PC and the RT Series device. The host PC and the RT Series DAQ device communicate by using the shared memory.

Refer to the Real-Time Series DAQ Device User Manual for more information about the RT Series DAQ devices.

Networked RT Series Devices

The networked RT Series devices communicate to a host PC or PXI system through an ethernet connection. You can use the host PC or PXI system to embed LabVIEW RT applications on the networked RT Series devices. The host PC communicates with the networked RT Series device through the network connection.

Refer to the appropriate RT Series hardware user manual for more information about the networked RT devices.

Architecture of LabVIEW RT

LabVIEW RT consists of the following three components: LabVIEW, the RT Development System, and the RT Engine, shown in Figure 1-1. LabVIEW and the RT Development System are different modes of the same executable, labview.exe. LabVIEW RT gives the LabVIEW executable the ability to target different processors for execution. labview.exe is in the LabVIEW mode when targeted to the Windows PC it is installed on. When in this mode, labview.exe acts as normal LabVIEW for Windows. When you target any RT Series hardware, then labview.exe goes into RT Development System mode. Stated another way, the RT Development System and normal LabVIEW can not run on the same Windows machine at the same time because they are the same executable, just different modes of the same executable. Conversely, the RT Engine is a different executable, emblyview.exe, that runs on specific RT Series hardware with a real-time operating system (RTOS).
Refer to Chapter 3, *Software Overview*, for more information about launching the RT Development System and the RT Engine.

Both the RT Development System and LabVIEW can communicate with the RT Engine. In the RT Development System mode, all VIs are executed by the RT Engine on the RT Series hardware to which the RT Development System is targeted. In other words, the RT Development System and the RT Engine are executing the same VI. The RT Development System displays the front panel of the VI while the RT Engine executes the block diagram code. The RT Development System provides the only user interface to VIs executed by the RT Engine because the RT series hardware does not load the front panel into memory.

All communication is performed through shared memory when using RT Series DAQ devices, shown in Figure 1-2, and ethernet when using networked RT Series hardware, shown in Figure 1-3. LabVIEW communicates with the RT Engine through specific programmatic control such as TCP/IP, VI Server, and, in the case of RT Series DAQ devices, shared memory reads and writes. When communicating in this way LabVIEW is executing a different VI than that being executed by the RT Engine.
Another important distinction between the three LabVIEW RT components is that LabVIEW can run independently from the other components whereas the RT Development System is dependent on a corresponding RT Engine running on an RT Series device.

**RT Development System**

The RT Development System is a Windows application that runs on the host PC. When you boot the RT Series target platform for the first time, it has no VIs to run. You can use the RT Development System to download VIs to the target platform.

After you download and run the VIs, you can close the RT Development System. The RT Engine continues to run the embedded VIs. You can keep the RT Development System open to show and operate the front
panel of the embedded VI. When VIs run on the target platform, the RT Development System exchanges messages with the RT Engine to update the controls and indicators on the front panel. These communications are built into the RT Development System and embedded software, so they occur automatically.

**Note**  When you open the front panel of an embedded LabVIEW RT VI in the RT Development System, real-time performance of the VI cannot be ensured. Refer to Chapter 4, *Real-Time Programming*, for more information about real-time programming.

You can use the RT Development System to debug embedded LabVIEW RT VIs while the embedded LabVIEW RT VIs run on the target platform. You can use LabVIEW debugging tools, such as probes, breakpoints, and single stepping.

**RT Engine**

The RT Engine on the target platform runs the LabVIEW RT VIs you downloaded to the target platform using the RT Development System. The RT Engine can provide deterministic real-time performance for the following reasons:

- The RT Engine runs on a real-time operating system, which ensures that the scheduler and other operating system services adhere to real-time operation.
- The RT Engine does not run on the host PC but on the RT Series hardware. Unnecessary applications or device drivers, such as video drivers, do not run on the RT Series hardware. The absence of extraneous software and drivers means that a third-party application or driver does not impede LabVIEW RT applications.
- The RT Engine is tuned for real-time performance.
- The RT Series hardware uses no virtual memory. By not using virtual memory a major source of unpredictability in deterministic systems is eliminated.

**System and Local Time on the RT Engine**

When running on Windows, certain LabVIEW date/time functions adjust time values based on the time zone information from the operating system. Some examples of time zone adjustments from the operating system can be seen when using the **Seconds to Date/Time** function or when a chart axis marker has been formatted to show date and time. Due to limitations of the real-time operating system on RT Series devices, the RT Engine does not support time zone information. As a result, system time and local time are
treated the same in the RT Engine. Functions such as **Seconds to Date/Time** do not adjust time values based on the local time zone. Therefore, date/time functions produce different results in the RT Engine than when used in LabVIEW on the host PC.
2

Installation

This chapter explains how to install LabVIEW Real-Time (RT).

Installing the Software

Complete the following steps to install LabVIEW RT on the host PC or PXI system.

1. If you are not installing LabVIEW RT on Windows NT, proceed to step 2. If you are installing LabVIEW RT on Windows NT, log on to Windows NT as an administrator or as a user with administrator privileges.

2. Insert the LabVIEW RT CD into your CD drive. The LabVIEW RT installation program runs automatically.

3. Click Install LabVIEW RT. Follow the instructions that appear on your screen.

When installing LabVIEW RT for use with a networked RT Series device, you must complete the additional steps to configure and install software on the networked RT Series device. Refer to the networked RT Series device user manual for more information on configuring your device.
Software Overview

This chapter describes how to operate and program in LabVIEW Real-Time (RT).

Operating LabVIEW RT

This section describes the basic operating procedures for LabVIEW Real-Time (RT), such as launching LabVIEW RT, downloading VIs, debugging LabVIEW RT VIs, and creating stand-alone applications.

Launching LabVIEW RT

When you first launch LabVIEW RT, it defaults to the host PC as the platform target. Targeting the host PC makes LabVIEW RT behave like LabVIEW for Windows. Select Operate»Switch Execution Target to open the Select Target Platform dialog box, shown in Figure 3-1.

![Select Target Platform Dialog Box](image)

Figure 3-1. Select Target Platform Dialog Box

Use the Select Target Platform dialog box to target LabVIEW RT to an RT Series device. Using the pull-down menu, select where you want to run VIs. When you select a target platform, any VI you subsequently run is
downloaded to that target platform, where it can be executed. Click **OK** to launch the RT Development System.

The list of possible targets changes based on the number of RT Series DAQ devices configured on your system. If you do not configure any RT Series DAQ devices, only the **RT Engine on Network** and **Host PC** options appear in the **Select Target Platform** dialog box.

When you select an RT Engine target, various options specific to that target appear. Refer to the corresponding RT Series hardware user manual for more information about the options for a specific RT Engine target.

Complete the following steps to change your preferences so the **Select Target Platform** dialog box appears when you launch LabVIEW RT.

1. Select **Tools»Options**. The **Options** dialog box appears.
2. Select **Miscellaneous** from the pull-down menu.
3. Click the **Prompt for Target Execution Engine** checkbox.
4. Click **OK**.

With the exception of the **Prompt for Target Execution Engine** option, all LabVIEW RT options are the same as normal LabVIEW for Windows options.

### Downloading VIs

When you select an RT Engine target in the **Select Target Platform** dialog box, the RT Development System establishes a connection with that RT Engine target platform. When you open VIs and click the **Run** button, the RT Development System downloads the VI and its associated subVIs to the target platform. The RT Engine on the target platform then runs the VI.

**Note** When you make changes to a VI, such as when you edit the VI or when you convert the VI from a different version of LabVIEW, you must save the VI on the host PC before you can download and run it on the RT Engine.

You can download LabVIEW RT VIs without running them by selecting **Operate»Download Application**. Download LabVIEW RT VIs without running them if you want to use the LabVIEW VI Server to programmatically run these VIs later.
To see which VIs have been downloaded to your target platform, select **Browse>Show VI Hierarchy** from the RT Development System. The VI hierarchy appears with a thumb tack in the upper left corner of each VI.

When the thumb tack is in the vertical position, as shown on the left, the VI has been downloaded.

When the thumb tack is in the horizontal position, as shown on the left, you need to download the VI to run it.

Because the VI Server does not download VIs, you must manually download VIs you need to call for use with the VI Server. Refer to the **Distributed Computing with the VI Server** section of this chapter, and Chapter 16, *Programmatically Controlling VIs*, of the *LabVIEW User Manual*, for more information about the VI Server.

### Debugging LabVIEW RT VIs

You debug LabVIEW RT VIs in the RT Development System the same way you debug any VI. All the existing LabVIEW debugging tools, except the Call List Window, are available in the RT Development System. Refer to Chapter 4, *Debugging*, of the *Getting Started with LabVIEW* manual, and the *Debugging Techniques* section in Chapter 6, *Running and Debugging VIs*, of the *LabVIEW User Manual*, for more information about the LabVIEW debugging features.

### Creating Stand-Alone Applications

Applications you build using the LabVIEW RT Professional Development System or the Application Builder can target VIs to RT Series devices or the host PC. Use the LabVIEW RT Application Builder in the same manner as the LabVIEW Application Builder, with the exception of the **Show LabVIEW RT Target selection when Launched** and the **Quit LabVIEW RT host application after downloading** options explained later in this section. Refer to your *LabVIEW Application Builder Release Notes* for more information about the LabVIEW Application Builder.

The use of the Application Builder varies depending on the platform to which you target LabVIEW RT. The information in this manual applies to using the Application Builder when targeted to the host PC. Refer to your RT Series hardware user manual for more information about using the Application Builder when targeted to the RT Series hardware.
Select **Tools**»**Build Application or Shared Library (DLL)** to launch the Application Builder, shown in Figure 3-2. The **Application Settings** tab contains two options in addition to the normal LabVIEW Application Builder, **Show RT target selection dialog when launched** and **Quit RT host application after downloading**.

![Build Application Dialog Box](image)

**Figure 3-2.** Build Application Dialog Box

When you run the LabVIEW RT application you build with the Application Builder, the **Select Target Platform** dialog box appears. You can select any target platform in your system on which to run your application. If you do not want to select the target platform each time you run the application, clear the **Show RT target selection dialog when launched** checkbox in the **Application Settings** tab of the Application Builder. This makes the application run automatically on the host PC.

If you design your application to run on the RT Engine, you might want the host PC to disconnect from the RT Engine after you download and run the VIs. Select the **Quit RT host application after downloading** checkbox in the **Application Settings** tab of the Application Builder to have the host disconnect after launching. You can use command line arguments with the applications you build to specify the target platform. Refer to the appropriate RT Series hardware user manual for more information about command line arguments.
Selecting the **Quit RT host application after downloading** option in the Application Builder is equivalent to selecting **File » Exit without closing RT Engine VIs** in the RT Development System. Refer to the *Exiting the RT Development System* section later in this chapter for more information about exiting the RT system.

In addition to building applications, the Application Builder can create an installer for your application. Select the **Installer** tab in the **Build Application or Shared Library (DLL)** dialog box to access installer options. In the **Advanced Installer Settings**, select **Install LabVIEW Run-Time Engine** to add the LabVIEW RT Run-Time Engine installer. The LabVIEW RT Run-Time Engine installer includes support for RT Series devices. You can use the LabVIEW RT Run-Time Engine to target the application to RT Series hardware from the machine on which the application is installed.

Some RT Series devices have media storage capability, such as the hard drive on a PXI controller. For these devices you can embed applications you build directly onto the RT Series device. Refer to your RT Series hardware user manual for additional information on embedded applications.

### Programming LabVIEW RT

A LabVIEW RT application runs on the RT Series hardware target and controls or monitors external events through the target hardware I/O, such as analog and digital I/O channels of a DAQ device.

Because the RT Engine runs on hardware platforms that do not have all the components of a PC, the RT applications you build lack some LabVIEW features when you target the application to the RT Engine. For example, the RT Series DAQ device does not have a disk drive, so it does not support file I/O. Refer to your RT Series hardware user manual for more information about support of specific LabVIEW functions.

If you attempt to download and run a VI on your target platform that has any of the unsupported functionality, the VI still executes. Unsupported functions do not work and return standard LabVIEW error codes.

You can provide a user interface to LabVIEW RT VIs in the following two ways:

- Using the RT Development System.
- Writing LabVIEW applications that run on the host PC and communicate with the embedded application.
Using the RT Development System

Using the RT Development System is the most straightforward way to provide a user interface for embedded LabVIEW RT applications. You launch the RT Development System when you select the RT Series target device. You use the RT Development System to show the controls and indicators of the embedded LabVIEW RT VIs running on the RT Series target platform. You can interact with the VIs by changing the value of the controls, and you can see the updates to the indicators.

The RT Development System is most useful during program development and debugging. It might not be useful for running embedded real-time applications for the following reasons.

First, exchanging messages between the RT Development System and the RT Engine runs at a lower priority than a real-time algorithm. If a high-priority thread, or task, uses all the system resources of the target platform, no resources are available for lower-priority tasks, which can cause the user interface to be nonresponsive. Refer to Chapter 4, *Real-Time Programming*, for more information about priorities.

Second, in many applications you want the host PC to do more than just provide a user interface for embedded LabVIEW RT VIs. While targeted to an RT Engine the RT Development System can display the front panel of your embedded LabVIEW RT application, but it cannot execute any VIs on the host.

The following sections describe how to acquire RT Engine information, switch LabVIEW RT execution targets, connect to the RT Engine with VIs already running, and exit the RT Development System.

**Acquiring RT Engine Information**

Select Operate»RT Engine Info to view the hardware device number for RT Series DAQ devices or the IP address for networked RT Series devices to which the RT Development System is currently connected. The front panel also displays the device number or IP address in the lower left corner.
Switching LabVIEW RT Execution Targets

You can change the target platform that the RT Development System connects to by selecting **Operate»Switch Execution Target**. Changing the target platform disconnects the RT Development System from the current RT Engine or host PC and opens the **Select Target Platform** dialog box. Changing the target platform is useful when you develop embedded VIs and host PC VIs in parallel.

When the RT Development System is targeted to an RT Engine and you select **Operate»Switch Execution Target**, the RT Development System disconnects the RT Engine as if you had selected **File»Exit Without Closing RT Engine VIs**. VIs running in the target platform continue running, and VIs downloaded but not running remain loaded in the memory of the RT Engine. Refer to the *Exiting the RT Development System* section later in this chapter for more information.

Connecting to the RT Engine with VIs Already Running

If you restart LabVIEW RT and establish a connection to the target platform while embedded LabVIEW RT VIs are still running, the RT Development System detects VIs running on the target platform. The RT Development System attempts to open a copy of the embedded VIs on the host PC to show the front panel of the embedded VIs.

**Note** If you select the **Reset** checkbox in the **Select Target Platform** dialog box for an RT Series DAQ device, the RT Development System aborts and unloads from memory any running VIs. Therefore, the host PC does not display the front panel of these aborted VIs.

If the copies of the embedded VIs on the host PC have been moved or modified since you downloaded them to the target platform, the RT Development System displays the **Changed or Missing VIs** dialog box, shown in Figure 3-3.
Figure 3-3. Changed or Missing VIs Dialog Box

The Changed or Missing VIs dialog box shows the name of the VIs and indicates that the RT Development System cannot find the VIs or that the VIs have been modified and no longer match the embedded VIs running on the target platform. From the Changed or Missing VIs dialog box, you can close all the VIs running in the target platform and update them all with the latest version of each VI, or you can leave the embedded VIs running and quit the RT Development System.

Exiting the RT Development System

You can exit the RT Development System without closing the embedded LabVIEW RT VIs running in the target platform by selecting File » Exit Without Closing RT Engine VIs. This closes the RT Development System on the host PC. The VIs running on the target platform continue running. VIs downloaded but not running remain loaded in the memory of the target platform. You can call and execute the embedded VIs later by using the VI Server from a LabVIEW application running on the host PC or a host LabVIEW application.

Select File » Exit to quit the RT Development System. A confirmation dialog box appears that asks if you want to shut down the RT Engine before exiting. If you click the OK button, the RT Development System closes all the VIs running on the target platform, unloads the VIs from memory, and shuts down the RT Engine.
Communicating Using Host LabVIEW Applications

Instead of using the RT Development System to communicate with embedded RT Engine VIs, you can write a host LabVIEW application to communicate. A host LabVIEW application can control the behavior of the RT Engine applications programmatically and save and analyze data an RT Engine VI produces. A host LabVIEW application also provides a user interface for communicating with the embedded RT Engine VI.

You can develop host LabVIEW applications with LabVIEW RT by selecting Host PC (LabVIEW for Windows) in the Select Target Platform dialog box.

You can use high-level software protocols such as TCP/IP and the VI Server to communicate between host LabVIEW applications and RT Engine VIs. Each protocol has its advantages and disadvantages. You can choose any one of the following methods based on your communication needs:

- TCP/IP
- VI Server
- Shared Memory (RT Series DAQ devices only)

TCP/IP

TCP/IP is an industry-standard protocol for communication over networks. Host LabVIEW VIs can communicate with RT Engine VIs using the LabVIEW TCP/IP VIs. Refer to the LabVIEW Help, available by selecting Help » Contents and Index, for more information about the TCP/IP VIs.

LabVIEW RT extends the capability of the existing TCP/IP VIs so you can use these VIs to communicate to networked RT Series devices and across shared memory to RT Series DAQ devices.

To use TCP/IP, you must supply the network address of your RT Series hardware. To communicate with an RT Series DAQ device, use `DAQ::x` as the network address, where `x` is the device number of the processor board that runs the LabVIEW RT code.
Distributed Computing with the VI Server

You use the VI Server to monitor and control VIs and other LabVIEW applications on a remote computer across a network. Using VI Server technology, a host LabVIEW application views the target platform as another computer on which it can invoke VIs. As the host LabVIEW application calls LabVIEW RT VIs through the VI Server, the host LabVIEW application can pass parameters in and out of the embedded LabVIEW RT VIs.

One advantage to using the VI Server for communication is that it allows you to access the functionality of TCP/IP while working within the framework of LabVIEW. Refer to Chapter 16, Programmatically Controlling VIs, of the LabVIEW User Manual for more information about the VI Server.

A disadvantage of the VI Server is that the host LabVIEW application can only call LabVIEW RT VIs that are already downloaded onto the RT Series hardware. The host LabVIEW application cannot dynamically download LabVIEW RT VIs to the target platform. The only way to download VIs to the RT Series hardware is through the RT Development System.

Shared Memory (RT Series DAQ Devices Only)

Shared memory is the physical medium in which the host PC and RT Series DAQ device communicate.

In operating systems like Windows, two processes or applications can communicate with each other using the shared memory mechanism the operating system provides. Similarly, RT Engine applications and host LabVIEW applications can communicate using shared memory VIs to read and write to the shared memory locations on the RT Series DAQ device.

Shared memory VIs have very low overhead and are ideal for time-critical, real-time applications. However, the size of the shared memory is limited to 1 kB. If you need to transfer several megabytes of data, you must break up the data into smaller portions and then transfer them. In doing so, you must make sure that data in the shared memory is not overwritten before it is read. The TCP/IP VIs are more convenient for transferring large amounts of data.

There are advantages to using TCP/IP VIs or the VI Server for communication. TCP/IP VIs and the VI Server manage flow control, so they are more convenient for bulk transfer. These methods automatically separate the transfer into smaller sizes. TCP/IP VIs and the VI Server are
also more portable and medium independent. By comparison, shared memory access is limited to communicating over shared memory.

The disadvantage of TCP/IP and the VI Server is that these methods have higher overhead than shared memory access and might not be suitable for some fast real-time applications.

Refer to the *Real-Time Series DAQ Device User Manual* for more information about the use of shared memory.
This chapter describes how to program real-time VIs in LabVIEW Real-Time (RT) using the scheduling priority of a VI and the methods of communication between the target platform and host LabVIEW VIs. This chapter also outlines tips you can use to get the best possible real-time performance with your target platform. These tips can help you write high-performance, deterministic programs needed in time-critical loops.

Real-Time Performance of VIs

The RT Engine runs VIs in a deterministic manner, which means that VIs run with the same time characteristics each time you run the VI. For example, control loops execute at a consistent loop rate every iteration of the loop. To achieve optimal real-time performance, you need to understand the following programming concepts.

Time-Critical Priority

In a real-time operating system like the one used to power the embedded RT Engine, events are prioritized and higher priority events are executed over lower priority events. Therefore, VI priorities and threads become very important in developing a real-time application. Using priority settings incorrectly can result in VIs that use all of the processor resources, displacing other lower priority tasks. Low priority tasks and threads, like communication, or the user interface thread, may not receive enough resources to run.

Complete the following steps to set the priority of a VI.

1. Right-click the icon and connector pane on the front panel and select VI Properties from the shortcut menu.
2. Select Execution from the Category pull-down menu.
3. Select time critical priority (highest) in the Priority ring control pull-down menu.
Real-Time Features of the LabVIEW RT Environment

Setting a VI to run at time-critical priority can have unexpected consequences. Running a VI at higher priority than events in the communication thread means a VI gets more processor time and resources than the communication thread. Although the RT Engine is a multithreaded environment, running a VI at time-critical priority can cause it to monopolize the target embedded processor, making other threads unable to run.

The front panel updates on the host RT Development System and VI Server or TCP/IP communications run as separate threads on the target embedded processor. Therefore, a VI running at time-critical priority might prevent these threads from running. Other VIs running on the RT target platform also might be affected.

The Wait Until Next ms Multiple and the Wait (ms) functions located on the Functions > Time and Dialog palette cause the execution thread of the VI to sleep for a period of time so other threads, such as the communication thread, have a chance to run. In general, use the Wait Until Next ms Multiple function instead of the Wait (ms) function, because it can be used to set a known loop time. For example, placing the Wait Until Next ms Multiple function in a While loop inside a VI with a constant of 5 wired to the loop makes the VI attempt to execute the loop once every 5 ms, or with a loop rate of 200 Hz. If the VI is running at time-critical priority, such a loop rate is guaranteed, but the loop must complete in the specified amount of time. The processor uses any time left over to run other tasks. If no extra time remains, no other threads run. This means that even a VI that waits can monopolize too much processor time to yield and let other threads run.

Running a VI at Time-Critical Priority in the RT Development System

If you run a time-critical priority VI that does not wait, it monopolizes the processor on the target platform. Running VIs that do not wait can prevent you from interacting with the VI front panel and prevent you from stopping the VI using the Abort button. Although not a problem with the VI or LabVIEW RT, this expected behavior means that the target platform is too busy to communicate with the RT Development System while the time-critical VI is running. Because the time-critical loop has the highest priority and does not wait, the user interface thread that updates front panel objects cannot use any processor time. As a result, the front panel of the VI appears locked even though the VI is still running. The RT Development System displays a dialog box that informs you communication between the RT Development System and the RT Engine has been lost. Click Abort to close the RT Development System. You must reset the RT Engine before...
communication can be re-established. To avoid this behavior during development and testing of your VI, set the VI to normal priority. After you complete development, you can set the priority to the appropriate level.

Running a VI that waits at time-critical priority is often acceptable during development, because the RT Development System can use the time while the time-critical thread is sleeping to perform communication. However, if the VI is computation intensive and is unable to complete in the time allotted to it, no wait occurs, and the RT Development System is unable to communicate with the target platform. If the loop completes but leaves only a small fraction of the time available on the processor to the RT Development System communication threads, interaction with that VI can seem slow or nonresponsive.

Running a VI at Time-Critical Priority without the RT Development System

You can improve the performance of your RT Engine VIs by running them on the target platform without the RT Development System. Disconnect the RT Development System from the RT Engine by selecting Operate»Switch Execution Target or File»Exit without closing RT Engine VIs. The time critical VIs on the target platform then need to yield only as much time as is required for its TCP/IP or VI Server communication, which can be less time than required for the full RT Development System to communicate.

Performance of LabVIEW RT VIs

You can use many different programming paradigms to increase the performance of any LabVIEW program. These paradigms have a special importance with LabVIEW RT, because performance and deterministic real-time requirements are often related. In addition, because priorities and communication are of major importance in LabVIEW RT, understanding them is critical to high-performance programming.
Writing Efficient Loops

This section describes various ways you can write more efficient loops.

Improving DAQ Configuration

The most time-intensive part of a loop in any DAQ operation on the RT Engine is the configuration. If possible, use the intermediate or advanced DAQ VIs to move configuration outside of your main loop. If you use the Basic DAQ VIs, wire the loop iteration number to the VI so configuration happens only once. In addition, if you place a control or indicator within a loop and the VI runs in the RT Development System, the VI tries to communicate between the RT Engine and the RT Development System running on the host PC. This communication does not affect performance if the VI is running at time-critical priority, but it decreases the performance of that communication, making the RT Development System seem slow or nonresponsive.

Removing Redundant Operations

Keep redundant or unnecessary computations out of the loop where you need performance. For example, when you use the RT Series DAQ devices, LabVIEW RT provides a set of VIs that use peek and poke to pass an array of data between the host application and an RT Series DAQ device by passing only a single element with each iteration. This distribution of the cost to transfer an array often improves performance, because only one read or write is necessary per loop iteration rather than several. For an example of this technique of array data passing, run the One Channel PID VI, available from examples\rt\RT Control.llb.

Setting the Priorities of SubVIs

One of the priority options available for subVIs is subroutine. A subVI at subroutine priority requires less overhead than a normal subVI and therefore runs smoother and faster. After you test your subVI, set its priority to subroutine. Remember that your highest level VI cannot have subroutine priority. Set your highest level VI priority to time critical.
Avoiding Array Copying

Array copying requires a linear, rather than a constant, amount of time. One way to avoid array copying is to pass initialized arrays of the expected size into a control loop rather than create arrays using the Build Array VI within the loop.

Test and experiment several times to determine exactly how long each iteration of the loop takes. If possible, try to pause the maximum amount of time in each Wait function to enable the communication with the RT target platform to be as responsive as possible.

Tip Use the Benchmark Shell VI located in the examples\rt\RT Tutorial.llb directory to accurately measure the time it takes your VI to execute.
Technical Support Resources

Web Support
National Instruments Web support is your first stop for help in solving installation, configuration, and application problems and questions. Online problem-solving and diagnostic resources include frequently asked questions, knowledge bases, product-specific troubleshooting wizards, manuals, drivers, software updates, and more. Web support is available through the Technical Support section of ni.com

NI Developer Zone
The NI Developer Zone at ni.com/zone is the essential resource for building measurement and automation systems. At the NI Developer Zone, you can easily access the latest example programs, system configurators, tutorials, technical news, as well as a community of developers ready to share their own techniques.

Customer Education
National Instruments provides a number of alternatives to satisfy your training needs, from self-paced tutorials, videos, and interactive CDs to instructor-led hands-on courses at locations around the world. Visit the Customer Education section of ni.com for online course schedules, syllabi, training centers, and class registration.

System Integration
If you have time constraints, limited in-house technical resources, or other dilemmas, you may prefer to employ consulting or system integration services. You can rely on the expertise available through our worldwide network of Alliance Program members. To find out more about our Alliance system integration solutions, visit the System Integration section of ni.com
Worldwide Support

National Instruments has offices located around the world to help address your support needs. You can access our branch office Web sites from the Worldwide Offices section of ni.com. Branch office Web sites provide up-to-date contact information, support phone numbers, e-mail addresses, and current events.

If you have searched the technical support resources on our Web site and still cannot find the answers you need, contact your local office or National Instruments corporate. Phone numbers for our worldwide offices are listed at the front of this manual.
Glossary

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Meanings</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>m-</td>
<td>milli-</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>k-</td>
<td>kilo-</td>
<td>$10^3$</td>
</tr>
<tr>
<td>M-</td>
<td>mega-</td>
<td>$10^6$</td>
</tr>
<tr>
<td>G-</td>
<td>giga-</td>
<td>$10^9$</td>
</tr>
</tbody>
</table>

A

data code character that identifies a specific location (or series of locations) in memory

D

data acquisition—(1) collecting and measuring electrical signals from sensors, transducers, and test probes or fixtures and inputting them to a computer for processing; (2) collecting and measuring the same kinds of electrical signals with A/D and/or DIO boards plugged into a computer, and possibly generating control signals with D/A and/or DIO boards in the same computer

default setting a default parameter value recorded in the driver. In many cases, the default input of a control is a certain value (often 0) that means use the current default setting. For example, the default input for a parameter may be do not change current setting, and the default setting may be no AMUX-64T boards. If you do change the value of such a parameter, the new value becomes the new setting. You can set default settings for some parameters in the configuration utility or manually using switches located on the device.
Glossary

device  a plug-in data acquisition board, card, or pad that can contain multiple channels and conversion devices. Plug-in boards, PCMCIA cards, and devices such as the DAQPad-1200, which connects to your computer parallel port, are all examples of DAQ devices. SCXI modules are distinct from devices, with the exception of the SCXI-1200, which is a hybrid.

drivers  software that controls a specific hardware device such as a DAQ board or a GPIB interface board

H

h  hour

hardware  the physical components of a computer system, such as the circuit boards, plug-in boards, chassis, enclosures, peripherals, and cables

host PC  the computer on which the LabVIEW RT Development System is used to develop and target VIs to RT Series hardware

Hz  hertz—the number of scans read or updates written per second

I

I/O  input/output—the transfer of data to/from a computer system involving communications channels, operator interface devices, and/or data acquisition and control interfaces

K

k  kilo—the standard metric prefix for 1,000, or $10^3$, used with units of measure such as volts, hertz, and meters

K  kilo—the prefix for 1,024, or $2^{10}$, used with B in quantifying data or computer memory

kbytes/s  a unit for data transfer that means 1,000 or $10^3$ bytes/s
<table>
<thead>
<tr>
<th><strong>L</strong></th>
<th><strong>LabVIEW</strong></th>
<th>laboratory virtual instrument engineering workbench</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>library</td>
<td>a file containing compiled object modules, each comprised of one of more functions, that can be linked to other object modules that make use of these functions. NIDAQMSC.LIB is a library that contains NI-DAQ functions. The NI-DAQ function set is broken down into object modules so that only the object modules that are relevant to your application are linked in, while those object modules that are not relevant are not linked.</td>
</tr>
<tr>
<td><strong>M</strong></td>
<td>m</td>
<td>meters</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>(1) Mega, the standard metric prefix for 1 million or $10^6$, when used with units of measure such as volts and hertz; (2) mega, the prefix for $1,048,576$, or $2^{20}$, when used with B to quantify data or computer memory</td>
</tr>
<tr>
<td></td>
<td>MIO</td>
<td>multifunction I/O</td>
</tr>
<tr>
<td><strong>N</strong></td>
<td>NI-DAQ</td>
<td>National Instruments driver software for DAQ hardware</td>
</tr>
<tr>
<td></td>
<td>operating system</td>
<td>base-level software that controls a computer, runs programs, interacts with users, and communicates with installed hardware or peripheral devices</td>
</tr>
<tr>
<td><strong>P</strong></td>
<td>PCI</td>
<td>Peripheral Component Interconnect—a high-performance expansion bus architecture originally developed by Intel to replace ISA and EISA. It is achieving widespread acceptance as a standard for PCs and work-stations; it offers a theoretical maximum transfer rate of 132 Mbytes/s.</td>
</tr>
</tbody>
</table>
Glossary

**PID control**  
a three-term control mechanism combining proportional, integral, and derivative control actions. Also see proportional control, integral control, and derivative control.

**protocol**  
the exact sequence of bits, characters, and control codes used to transfer data between computers and peripherals through a communications channel, such as the GPIB bus

**R**

**RAM**  
random-access memory

**real time**  
a property of an event or system in which data is processed as it is acquired instead of being accumulated and processed at a later time

**S**

**s**  
seconds

**S**  
samples

**shared memory**  
memory that can be sequentially accessed by more than one controller or processor but not simultaneously accessed. Also known as dual-mode memory.

**soft reboot**  
restarting a computer without cycling the power, usually through the operating system

**synchronous**  
(1) hardware—a property of an event that is synchronized to a reference clock; (2) software—a property of a function that begins an operation and returns only when the operation is complete

**U**

**update**  
the output equivalent of a scan. One or more analog or digital output samples. Typically, the number of output samples in an update is equal to the number of channels in the output group. For example, one pulse from the update clock produces one update which sends one new sample to every analog output channel in the group.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>volts</td>
</tr>
<tr>
<td>VI</td>
<td>virtual instrument—(1) a combination of hardware and/or software elements, typically used with a PC, that has the functionality of a classic stand-alone instrument; (2) a LabVIEW software module (VI), which consists of a front panel user interface and a block diagram program</td>
</tr>
</tbody>
</table>
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